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Abstract. In this paper, we present CONTRAlign, an extensible and
fully automatic framework for parameter learning and protein pairwise
sequence alignment using pair conditional random fields. When learn-
ing a substitution matrix and gap penalties from as few as 20 exam-
ple alignments, CONTRAlign achieves alignment accuracies competitive
with available modern tools. As confirmed by rigorous cross-validated
testing, CONTRAlign effectively leverages weak biological signals in se-
quence alignment: using CONTRAlign, we find that hydropathy-based
features result in improvements of 5-6% in aligner accuracy for sequences
with less than 20% identity, a signal that state-of-the-art hand-tuned
aligners are unable to exploit effectively. Furthermore, when known sec-
ondary structure and solvent accessibility are available, such external
information is naturally incorporated as additional features within the
CONTRAlign framework, yielding additional improvements of up to 15-
16% in alignment accuracy for low-identity sequences.

1 Introduction

In comparative structural biology studies, analyzing or predicting protein three-
dimensional structure often begins with identifying patterns of amino acid sub-
stitution via protein sequence alignment. While the evolutionary information
obtained from alignments can provide insights into protein structure, construct-
ing accurate alignments may be difficult when proteins share significant struc-
tural similarity but little sequence similarity. Indeed, for modern alignment tools,
alignment quality drops rapidly when the sequences compared have lower than
25% identity, the “twilight zone” of protein alignment [1].

In recent years, most alignment methods that have claimed improvements in
alignment accuracy have done so not by proposing substantially new algorithms
for alignment but rather by incorporating additional sources of information. For
instance, when structures of some sequences are available, the 3DCoffee pro-
gram [2] uses pairwise alignments from existing threading-based (FUGUE [3])
and structural (SAP [4] and LSQman [5]) alignment tools to guide sequence
alignment construction. When homologous sequences are available and com-
putational expense is of less concern, the PRALINEPSI program [6] uses PSI-
BLAST–derived [7] sequence profiles to augment the amount of evolutionary
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Fig. 1. Traditional sequence alignment model. (a) A simple three-state HMM for se-
quence alignment. (b) An example sequence alignment, a.

information available to the aligner. The SPEM program [8] takes the additional
step of heuristically incorporating PSIPRED [9] predictions of protein secondary
structure, a strategy also adopted in the latest version of PRALINEPSI [10].

As these programs demonstrate, incorporating additional information can
often yield considerable benefits to alignment quality. However, choosing pa-
rameters for more complex models can be difficult. In traditional dynamic-
programming–based alignment programs, log-odds–based substitution matrices
are estimated from large external databases of aligned protein blocks [11], and
gap parameters are typically “hand chosen” to maximize performance on bench-
mark tests [12]. When dealing with more expressive models, however, the high-
dimensionality of the parameter space hinders such manual procedures. From
the perspective of numerical optimization, the non-convexity of aligner perfor-
mance as a function of parameters makes hand-tuning difficult for alignment
algorithms that rely on complicated ad hoc scoring schemes.

Furthermore, optimizing benchmark performance often leads to overfitting,
a situation in which the selected parameters are nearly optimal for training
benchmark alignments but work poorly on new test data. To combat overfitting,
many machine learning studies make use of cross-validation, a technique in which
an algorithm is trained and tested on independent data sets in order to estimate
the ability of the method to generalize to new situations [13].1

In this paper, we present CONTRAlign, an extensible and fully automatic

framework for parameter selection and protein pairwise sequence alignment
based on a probabilistic model known as a pair conditional random field (pair-
CRF) [15, 16]. In the CONTRAlign methodology, the user first defines an ap-
propriate model topology for pairwise alignment. Unlike for ad hoc algorithms
in which model complexity (and hence risk of overfitting) corresponds roughly
with the number of free parameters in the model, the effective complexity of
a CONTRAlign pair-CRF–based model is controlled by a set of regularization
parameters, allowing the user to adjust the trade-off between model expressivity

1 Properly conducted alignment cross-validation studies are extremely rare in the lit-
erature. In the past, a typical defense for benchmark tuning was that aligners with
few adjustable parameters are less susceptible to overfitting [14]; such reasoning,
however, is less applicable to the complicated procedures of some modern aligners.



and the risk of overfitting. Given a set of gold standard partially labeled align-
ments, CONTRAlign uses gradient-based optimization and holdout cross valida-
tion to automatically determine regularization constants and a set of alignment
parameters with good expected performance for future alignment problems.

We show that even under stringent cross-validation conditions, CONTRAlign
can learn both substitution and gap parameters that generalize well to previ-
ously unseen sequences using as few as 20 training alignments. Augmenting
the aligner with sequence-based and external features is seamless in the CON-
TRAlign framework, yielding large accuracy improvements over modern tools
for “twilight zone” sequence sets.

2 Methods

In this section, we first review the standard three-state pair hidden Markov model
(pair-HMM) formulation of the sequence alignment problem. We also describe
the generalization of the standard pair-HMM to a pair conditional random field
(pair-CRF), the use of regularization for trading off between the risk of over-
fitting and expressivity in a pair-CRF, and a standard optimization procedure
for learning pair-CRF parameters from data. We then discuss a variety of model
topologies and features possible within the CONTRAlign pair-CRF framework.

2.1 Pair-HMMs for sequence alignment

Consider the state diagram shown in Figure 1 (a). In the standard model, an
alignment corresponds to a sequence of independent events describing a path
through the state diagram. First, an initial state s is chosen from {M, Ix, Iy}
with probability πs. Then, the alignment process alternates between emitting a

pair of aligned residues (c, d) upon entry into some state s with probability δ
(c,d)
s

(or a single unaligned residue c with probability δ
(c,-)
s or δ

(-,c)
s ) and transitioning

from some state s to another state t with probability τs→t [17].
Since each event is independent, the probability of the alignment decomposes

as a product of several terms. For instance, the joint probability of generating
an alignment a and sequences x and y shown in Figure 1 (b) is

P (a, x, y) = πM · δ
(G,G)
M · τM→M · δ

(F,Y)
M · τM→Ix

· δ
(A,-)
Ix

· τIx→M · δ
(G,G)
M . (1)

Alternatively, we may rewrite (1) as P (a, x, y;w) = exp(wT f(a, x, y)) where w

is a parameter vector and f(a, x, y) is a vector of “feature counts” indicating the
number of times each parameter appears in the product on the right-hand side.
More explicitly, if w = [ log πM , log δ

(G,G)
M

, log τM→M , ··· ]
T
, then the corresponding

feature count vector is given by

f(a, x, y) =
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Given two sequences x and y, the Viterbi algorithm computes an alignment a

that maximizes P (a | x, y;w) in O(|x|·|y|) time. For the model shown in Figure 1,
the Viterbi algorithm is equivalent to the Needleman-Wunsch algorithm [18]. In
this paper, we use an alternative parsing algorithm for finding alignments with
the maximum expected number of correct matches; for details, see [17, 19, 20].

Given a collection of aligned training examples D =
{

(a(i), x(i), y(i))
}m

i=1
,

the standard parameter estimation procedure (known as generative training
in the machine learning literature [21]) is to maximize the joint log-likelihood
`(w : D) :=

∑m
i=1 log P (a(i), x(i), y(i);w) of the data and alignments, subject to

constraints ensuring that the original parameters (πM , δ
(G,G)
M , etc.) are nonnega-

tive and normalize. When training with fully-specified alignments, the optimiza-
tion problem not only is convex but also has a closed-form solution.

In some benchmark alignment databases, such as BAliBASE [22] and PRE-
FAB [23], reference alignments are partially ambiguous: certain columns are
marked as reliable (known as core blocks) while the alignment of other positions
may be left unspecified. In these cases, the training set D̂ =

{

(â(i), x(i), y(i))
}m

i=1

thus consists of partial alignments â(i). Letting A(i) denote the set of alignments
consistent with the known reliable columns of â(i), the joint log-likelihood be-
comes `(w : D̂) :=

∑m
i=1 log

∑

a∈A(i) P (a, x(i), y(i);w). Despite the nonconvexity
of the new optimization problem, most numerical optimization approaches, such
as EM or gradient ascent, work well in practice [17].2

2.2 From pair-HMMs to pair-CRFs

In the pair-HMM formalism, the constraints on the parameters w to represent
initial, transition, or emission log probabilities allowed us to interpret a pair-
HMM as defining P (a, x, y;w), the probability of stochastically generating an
alignment. Unlike pair-HMMs, pair-CRFs do not define this joint probability
but instead directly model the conditional probability,

P (a | x, y;w) =
P (a, x, y;w)

∑

a′∈A P (a′, x, y;w)
=

exp(wT f(a, x, y))
∑

a′∈A exp(wT f(a′, x, y))
, (3)

where A denotes the set of all possible alignments of x and y. As before, the
parameter vector w completely parameterizes the pair-CRF, but this time, we
impose no constraints on the entries of w. Here, a parameter entry wi does not
corresponds to the log probability of an event (as in a pair-HMM) but rather is
a real-valued feature weight that either raises or lowers the “probability mass”
of a relative to other alignments in A. Similar models have been proposed for
string edit distance in natural language processing applications [24, 25].

Clearly, pair-CRFs are at least as expressive as their pair-HMM counter-
parts, as any suitable parameter vector w for an alignment pair-HMM is a valid
parameter vector for its corresponding alignment pair-CRF. Furthermore, while

2 In practice, the only step needed to ensure good convergence was to break symmetries
in the model by initializing parameters to small random values.



pair-CRFs assume a particular factorization of the conditional probability distri-
bution P (a | x, y;w), they make far weaker independence assumptions regarding
feature counts f(a, x, y). Thus, these models are amenable to using complex fea-
ture sets that may be difficult to incorporate within a generative pair-HMM.

Training a pair-CRF involves maximizing the conditional log-likelihood of
the data (known as discriminative or conditional training [21]). Unlike genera-
tive training, discriminative training directly optimizes predictive ability while
ignoring P (x, y), the model used to generate the input sequences. When a pair-
CRF places undue importance on unreliable features (i.e. the magnitude of some
parameter wj is large), overfitting may occur. To prevent this, we place a Gaus-
sian prior, P (w) ∝ exp(−

∑

j Cjw
2
j ), on the parameters w. Thus, we maximize

`(w : D) :=
∑m

i=1 log P (a(i) | x(i), y(i);w) + log P (w), or equivalently,

m
∑

i=1

(

wT f(a(i), x(i), y(i)) − log
∑

a′∈A

exp(wT f(a′, x(i), y(i)))

)

−
∑

j

Cjw
2
j . (4)

The final term in (4) encourages parameters to be “small” unless increased size
yields a sufficient increase in likelihood. This technique, known as regularization,
leads to improved generalization both in theory and in practice [26].

Parameter learning for pair-CRFs using a fixed set of regularization param-
eters C = {Cj} is straightforward. The objective function in (4) is convex for
fully-specified alignments and hence a global maximum of the regularized like-
lihood can be found using any efficient gradient-based optimization algorithm
(such as conjugate gradient, or L-BFGS [27]). The gradient ∇w`(w : D) is

m
∑

i=1

(

f(a(i), x(i), y(i)) − Ea∼P (A|x(i),y(i))f(a, x(i), y(i))
)

− 2C ◦ w, (5)

where C ◦w denotes the component-wise product of the vectors C and w. Dis-
regarding regularization, we see that the partial derivative of the log-likelihood
with respect to each parameter wj is zero precisely when the observed and ex-
pected counts for the corresponding feature fj (taken with respect to the distri-
bution over unobserved alignments) match. For fully-specified alignments a(i),
the former term in the parentheses can be directly tabulated from the alignment
a(i), and the latter term can be computed using the forward-backward algorithm.
The partially-specified alignment case follows similarly [17].

2.3 Pairwise alignments with CONTRAlign

In the previous subsections, we described the standard pair-HMM model for
sequence alignment and its natural extension to pair-CRFs. In this subsection,
we present CONTRAlign, a feature-rich alignment framework that leverages
the power of pair-CRFs to support large non-independent feature sets while
controlling model complexity via regularization.



(a) (b)

T N
x

T N
y

M

I2
x

I2
y

T C
x

T C
y

I1
x

I1
y

M

I2
x

I2
y

Fig. 2. Model variants. (a) CONTRAlign
LOCAL

topology with N/C-terminal flanking
inserters, (b) CONTRAlign

DOUBLE-AFFINE
topology with two insert state pairs.

Choice of model topology. As a baseline, we used the standard three-state
pair-HMM model (CONTRAlignBASIC) shown in Figure 1 (a). We experimented
with a variety of other model topologies as well, including:

– CONTRAlignLOCAL: a model with flanking N -terminal and C-terminal in-
sert states to allow for local homology detection (see Figure 2 (a)), and

– CONTRAlignDOUBLE-AFFINE, a model with an extra pair of gap states in
order to model both long and short insertions (see Figure 2 (b)).

Hydropathy-based gap context features. The CLUSTALW protein mul-
tiple alignment program incorporates a large number of heuristics designed to
improve performance on the BAliBASE benchmark reference [28]. One heuristic
applicable to pairwise alignment is the reduction of gap penalties in runs of 5
or more hydrophilic residues. Typically, the core regions of globular proteins,
where insertions and deletions are less likely, consist of hydrophobic residues.
Reducing gap penalties in hydrophilic regions encourages the aligner to place
gaps in regions less likely to be part of the hydrophobic core; similar heuristics
are incorporated in the MUSCLE [23] alignment program as well.

In CONTRAlign, we tested a variant of this idea (CONTRAlignHYDROPATHY)
by incorporating hydropathy-based context features for insertion scoring. Specif-
ically, for each insertion open, insertion continue, or insertion close event in se-
quence x, we defined the number of hydrophilic residues in a window of length 6
in sequence y to be the hydrophilic count context of that event (and vice versa
for insertions in sequence y). We added a total of fourteen features to the model,
seven indicating whether an insertion open or close occurred with a hydrophilic-
ity context of 0, 1, . . . , or 6, and similarly for insertion continues.

Incorporating external information. To test the ability of CONTRAlign
to incorporate external information, we also experimented with giving CON-
TRAlign information about secondary structure (CONTRAlignDSSP) and sol-
vent accessibility (CONTRAlignACCESSIBILITY) of the sequences being aligned,
as extracted from the PDBFinderII database [29]. In particular, DSSP anno-
tations of sequences from PDBFinderII were converted to a three-letter code



using the grouping employed in the EVA automatic structure prediction bench-
mark server, {{G, H, I}, {E, B}, {T, S, C}} [30]. Similarly, annotations of po-
sitional amino acid solvent accessibilities were converted from the PDBFind-
erII 0-9 scale using the grouping {{0}, {1, 2, 3}, {4, 5, 6}, {7, 8, 9}}. To as-
sess the value of using predicted external tracks of information, we also tested
variants using PSIPRED single (CONTRAlignPSIPRED-SINGLE) and multiple
(CONTRAlignPSIPRED-MULTI) sequence secondary structure predictions.

For each annotation track, we added emission features to the match and in-
sertion states of the basic model that would allow them to simultaneously emit
both sequence and annotation. A similar method based on “two-track HMMs”
was previously used to improve the quality of fold recognition via predicted local
structure [31]. In that work, the authors constructed an HMM that simultane-
ously emitted two observation signals and relied on the assumed independence
of the two character emission tracks during parameter learning. To compensate
for the violated independence assumption, the authors added heuristic weights
to each emission; thus, the “probability” of a two-track emission was given by
P (o1|s)

w1P (o2|s)
w2 , where the weights w1 and w2 were selected manually. In con-

trast, such correction factors are not needed in the pair-CRF model presented
here, as pair-CRF learning makes no assumptions regarding the independence
of the emission features of each state. Thus, pair-CRFs provide a consistent
framework for incorporating multiple sources of evidence without the need for
artificial compensation as present in multi-track generalizations of HMMs.

3 Results

In the protein sequence alignment literature, benchmark databases of reference
alignments have emerged as the standard metric for evaluating aligner perfor-
mance. First, the aligner-to-be-tested performs alignments for all sequence sets
in the database. Then, accuracy is measured with respect to known reliable
columns of a hand-curated reference alignment.

While benchmark tests have been an invaluable asset to the development of
alignment algorithms, statistics in the literature often misrepresent the signifi-
cance of accuracy differences between aligners. Some reference databases, such as
BAliBASE and PREFAB, contain multiple copies of a single sequence in several
different alignments. Ignoring the non-independence of these test cases artifi-
cially lowers p-values when using rank tests to compare the performance of two
aligners. Even more dangerous is the common practice of “tuning” parameters
to improve performance on individual benchmark datasets. Due to the absence
of (or improper use of) cross-validation in most studies in the literature, good
benchmark results may not indicate good alignment accuracy for novel proteins.

With this in mind, we designed a series of carefully controlled cross-validation
experiments to assess the contribution of the different model topologies/features
toward CONTRAlign alignment accuracy, and the ability of the learned align-
ment model to generalize across different benchmark reference databases.



3.1 Cross-validation methodology

We extracted alignments from four standard benchmarking databases:

1. BAliBASE 3.0 [32], a collection of 218 manually refined reference multiple
alignments based on 3D structural superpositions;

2. SABmark 1.65 [33], a collection of 236 very low to low identity (“Twilight
Zone”) and 462 low to intermediate identity (“Superfamilies”) sets of all-
pairs pairwise consensus structural alignments derived from the SCOP [34]
classification;

3. PREFAB 4.0 (beta) [23], a collection of 1932 pairwise structural alignments
supplemented by PSI-BLAST homologs from the NCBI nonredundant pro-
tein sequence database [35]; and

4. HOMSTRAD (September 1, 2005 release), a curated database of 1032 structure-
based multiple alignments for homologous families [36].

We projected the BAliBASE and HOMSTRAD reference multiple alignments
into all-pairs pairwise structural alignments. Then, for each multiple sequence
set from BAliBASE, HOMSTRAD, and SABmark, we computed percent identity
for all pairwise alignments and retained the alignment with median identity.

To construct independent training and testing sets for cross-validation, we
relied on the CATH protein structure classification hierarchy [37]; a similar pro-
tocol was followed in benchmarking the PSIPRED protein secondary structure
prediction program. Specifically, we considered a pair of alignments A and B

independent if no two proteins x ∈ A and y ∈ B share the same CATH classifi-
cation at the “homology” level. Using this criterion, we used a greedy procedure
to select alignments for training and testing; at each step in the alignment selec-
tion process, we selected an alignment, which was independent of all alignments
previously selected, from the database with the fewest representatives. The re-
sulting selected pairwise alignments consisted of 38 alignments from BAliBASE,
123 from SABmark, 139 from PREFAB, and 187 from HOMSTRAD.

For parameter learning in CONTRAlign, we considered all matched positions
(in core blocks where applicable) to be labeled and treated gapped or unanno-
tated regions as missing data. To select regularization constants in a manner
strictly independent of the testing set, we used a staged holdout cross validation
procedure on the training data only. Specifically, for a given training collection
D, we randomly chose 20% of the alignments for a holdout set and performed
training only on the remaining 80%. We manually divided model features into a
small number of regularization groups (usually two or three) and constrained the
regularization constants for features in each group to be the same. Starting from
a model with only transition features, we introduced new features, one group at
a time. In each iteration, we used a golden section search and standard L-BFGS
optimization to optimize holdout set conditional log-likelihood over possible set-
tings of the regularization parameter for the newly introduced group. Once all
features were introduced, we retrained the model on all of the training data using
the chosen regularization constants.



We measured alignment accuracy using the Q score [23], the proportion of
true alignment character matches correctly predicted. For pairwise alignments,
the Q score is equivalent to both the sum-of-pairs (SP) and total column (TC)
score commonly used for measuring multiple alignment accuracy [22].

3.2 Comparison of model topologies and feature sets

In our first set of cross-validation experiments, we selected each of the reference
databases in turn as the testing set, and used alignments pooled from the other
three databases as the training set.3 Table 1 compares the various models de-
scribed in Section 2.3 as evaluated on each of the four databases. As shown in
the table, changes in model topology (also possible in pair-HMM aligners) give
small improvements in overall accuracy. As expected, the major improvements
come with the incorporation of features based on external information, such as
DSSP secondary structure or solvent accessibility annotations.

Interestingly, accounting for some sequence features present in the input se-
quence alone (in particular, hydropathy) gives a larger increase in performance
than any change in model topology. We return to this observation in Section 3.3.
Also, in contrast to the massive performance gains when using real DSSP sec-
ondary structure annotations, our numbers suggest that predicted PSIPRED sin-
gle sequence secondary structures are not informative for alignment. PSIPRED
multiple sequence predictions, however, are substantially more accurate and give
strong improvements in aligner performance.

Based on these observations, we constructed the CONTRAlignCOMBINED

model, which incorporated the four most informative components: double-affine
insertion scoring, hydropathy, DSSP secondary structure, and solvent accessib-
lity. To do this, we built an alignment model incorporating the latter two types
of features as separate “tracks” of information. A variety of other encodings are
possible that allow for more explicit dependencies between secondary structure
and solvent accessibility, but we did not explore this further. For the model de-
scribed, resulting alignments are on average 10% more accurate than those using
the basic model alone.

3.3 Comparison to modern sequence alignment tools

Next, we compared the CONTRAlignHYDROPATHY model to a variety of modern
sequence alignment methods, including MAFFT 5.732 (both L-INS-i and G-
INS-i) [38, 39], CLUSTALW 1.83 [28], MUSCLE 3.6 [23], T-Coffee 2.66 [40],

3 For most reference databases, with the notable exception of SABmark 1.65, align-
ment accuracies are roughly consistent. This difference is likely explained by the
substantially higher proportion of low-identity alignments in SABmark, though we
did not conduct a careful investigation of this phenomenon.



CONTRAlign variant BAliBASE SABmark PREFAB HOMSTRAD Overall p-value
(38) (123) (139) (187) (487)

BASIC 78.93 42.04 74.40 82.61 69.73 n/a
LOCAL 79.10 42.06 74.46 83.34 70.05 7.8 × 10−2

DOUBLE-AFFINE 78.85 44.50 75.40 84.02 71.17 0.00040

HYDROPATHY 82.07 45.61 76.75 84.78 72.38 1.5 × 10−9

ACCESSIBILITY 80.80 52.09 79.47 86.84 75.49 3.1 × 10−27

PSIPRED-SINGLE 77.97 44.94 74.97 82.40 70.47 2.9 × 10−1

PSIPRED-MULTI 83.13 51.91 79.25 85.35 74.99 2.3 × 10−21

DSSP 83.01 57.50 81.89 86.88 77.73 1.2 × 10−33

COMBINED 88.46 61.85 83.66 88.68 80.45 1.2 × 10−44

Table 1. Comparison of CONTRAlign variants. We counted the number of times each variant out-
performed or was outperformed by the basic model, and assigned p-values using a simple yet robust
statistical sign test to check for deviations from a symmetric distribution in which either aligner
is equally likely to do better. Accuracy improvements relative to the basic model are significant in
every case with the exceptions of the local and PSIPRED single sequence prediction models.

Method BAliBASE SABmark PREFAB HOMSTRAD Overall p-value
(38) (123) (139) (187) (487)

MAFFT (G-INS-i) 74.56 41.25 71.37 80.53 67.53 9.8 × 10−22

MAFFT (L-INS-i) 78.08 39.58 71.95 82.01 68.12 7.1 × 10−17

T-Coffee 74.73 42.84 72.99 82.40 69.12 1.2 × 10−11

CLUSTALW 79.43 41.36 73.29 81.62 68.90 1.5 × 10−5

CLUSTALW (-nohgap) 79.65 40.92 73.51 81.35 68.77 6.2 × 10−7

MUSCLE 77.42 41.72 72.67 82.63 69.05 2.1 × 10−13

MUSCLE (-hydrofactor 0.0) 74.78 37.78 69.19 77.83 65.01 7.1 × 10−32

CONTRAlign (Bali, no reg) 92.57 39.33 68.77 80.45 67.68 5.7 × 10−14

CONTRAlign (Bali, reg) 84.75 39.08 73.45 82.21 69.01 1.2 × 10−7

CONTRAlign (All, reg) 82.42 47.39 76.74 85.22 73.03 0.00021

ProbCons (Bali) 78.62 42.53 73.75 83.64 70.04 4.8 × 10−8

ProbCons (cv) 78.48 43.31 71.78 81.36 68.79 9.7 × 10−11

CONTRAlignHYDROPATHY 82.07 45.61 76.75 84.78 72.38 n/a

Table 2. Comparison of modern alignment methods. p-values indicate significance of performance
difference between each method and CONTRAlignHYDROPATHY based on a sign test, as in Table 1.

and ProbCons 1.10 [20].4 In these experiments, we used the existing multiple
alignment tools to compute pairwise alignments from the cross-validation setup.

Obtaining a proper cross-validated estimate of an aligner’s performance re-
quires tuning the program to multiple training collections, unbiased by testing set
performance. For most modern alignment programs, avoiding testing set bias is
difficult since parameters are typically tuned by hand. Methods with automatic
training procedures, like ProbCons, permit cross-validation to some extent,
with the caveat that the program by default uses BLOSUM62-based amino acid
frequencies estimated from data overlapping all testing sets.

In Table 2, the overall accuracies of most modern hand-tuned methods fall
within a one percent range (68-69%). The ProbCons (Bali) method, which
uses an automatic unsupervised learning algorithm to infer parameters from all
141 BAliBASE 2 alignments, outperforms most other methods on the BAliBASE

4 The Align-m program, which was developed by the creator of the SABmark reference
set, could not be tested on pairwise alignments since the current version (2.3) requires
at least three input sequences for an alignment.



dataset except CLUSTALW, which is based on a much more complex model with
many internal parameters adjusted to maximize performance on BAliBASE [41].
As previously suggested [41, 42], CLUSTALW’s lower relative performance on
other databases suggest that it may indeed be overfit to its training set.

To demonstrate the dangers of such overfitting, we trained CONTRAlign on
the small set of 38 BAliBASE sequences, with and without regularization. In this
situation, omitting regularization leads to tremendous overfitting to BAliBASE,
with regularization giving a significant improvement in accuracy. Regularization,
however, is not a substitute for proper cross-validation; when overfitting to all
four databases, CONTRAlign yields clearly over-optimistic numbers compared
to the properly cross-validated test. Similarly, cross-validated ProbCons (de-
spite using BLOSUM62 amino acid frequencies and thus having an easier learn-
ing task than CONTRAlign) performs worse than the non-cross-validated model
as expected, confirming that absence of cross-validation can give significantly un-
realistic estimates of aligner performance.

As shown, cross-validated CONTRAlign (i.e., CONTRAlignHYDROPATHY)
beats current state-of-the-art methods by 3-4% despite (1) estimating all model
parameters, including the emission matrix, and (2) following a rigorous cross-
validated training procedure. Based on the comparison of the hydropathy and
basic models in Table 1, it is clear that these accuracy gains result directly from
the use of hydropathy-based gap scoring. Perhaps most striking, however, is that
a variety of existing methods, including CLUSTALW and MUSCLE, already in-
corporate hydropathy-based modifications in their alignment scoring, yet do not
manage to achieve above 70% accuracy on our benchmarks. Disabling these mod-
ifications in the respective programs gives no substantial change in performance
for CLUSTALW and greatly reduces MUSCLE accuracy.5 Our result confirms
that hydropathy is indeed an important signal for protein sequence alignment
and that properly accounting for this can yield significantly higher alignment
accuracy than the current state-of-the-art.

3.4 Regularization and generalization performance

To understand the effects of regularization at low training set sizes, we reserved
a set of 200 randomly chosen pairwise alignments pooled from all four reference
databases to use as a testing set. We then experimented with learning parameters
for the CONTRAlignHYDROPATHY topology using varying training set sizes. For
staged regularization, we considered a variant of the basic model in which we
introduced amino emission features corresponding to the six-character reduced
amino alphabet, {{A, G, P, S, T}, {C}, {D, E, N, Q}, {F, W, Y}, {H, K, R}, {I,
L, M, V}}, in addition to the regular twenty-letter amino acid emissions [43]. In
the first regularization stage, the program learns a coarse-grained substitution
matrix, followed by finer-grained refinements in the second stage.

5 Performing a sign test to compare performance when hydropathy scoring is either
enabled or disabled yields p-values of 0.56 and 6.28 × 10−31 for CLUSTALW and
MUSCLE, respectively.
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Fig. 3. Alignment accuracy curves. (a) Accuracy as a function of training set size. The
three curves give performance when using no (+), simple (4), and staged (•) regular-
ization. All data points are averages over 10 random training/test splits. (b) Accuracy
in the “twilight zone.” For each conservation range, the uncolored bars (¤) give accu-
racies for MAFFT (L-INS-i), T-Coffee, CLUSTALW, MUSCLE, and ProbCons (Bali)
in that order, and the colored bar (¥) indicates the accuracy for CONTRAlign.

The results in Figure 3 (a) demonstrate that with intelligent use of regular-
ization, good accuracy can be achieved with only 20 example alignments, far
fewer than the number of blocks used to estimate traditional alignment substi-
tution matrices such as BLOSUM [11]; nevertheless, the simpler regularization
scheme was still quite effective compared to having no regularization at all.

For specific classes of alignments, such as sequences with long insertions or
compositional biases, a robust training procedure allows one to tailor the align-
ment algorithm to the data; when, in addition, training data is sparse, regular-
ization deters overfitting and enables further customization of alignment param-
eters. Furthermore, as the amount of available training data grows, accuracy will
continue to increase as well.

3.5 Alignment accuracy in the “twilight zone”

To understand the situations in which CONTRAlignHYDROPATHY was most ef-
fective, we stratified the 487 sequences of our dataset into several percent iden-
tity ranges and measured the accuracy of all methods for each range. For align-
ments with at least 20% identity, all methods obtained similar accuracies, ranging
from 87.2% to 88.7%. In the 0-10% and 10-20% identity ranges, however, CON-
TRAlign accuracy was substantially higher than that of other methods; here,
CONTRAlign achieved cross-validated accuracies of 32.2% and 52.8% compared
to non-cross-validated accuracy ranges of 25.7-26.8% and 43.0-46.5% for all other
methods (see Figure 3 (b)). Incorporating external sequence features such as in
the combined model of Section 3.2 yields accuracies of 48.0% and 68.5% (not
shown in figure), indicating that external sequence information can significantly
increase the reliability of alignments when available.



4 Discussion

Construction of a modern high-performance sequence alignment program in-
volves understanding the variety of biological features available when perform-
ing alignment, building a model of interactions demonstrating how those fea-
tures may be combined in an aligner, and careful cross-validation experiments
to ensure good generalization performance of the aligner on future data. In this
paper, we presented CONTRAlign, a pair conditional random field for learn-
ing alignment parameters effectively even when small amounts of training data
are available. Using regularization and holdout cross-validation, our algorithm
automatically learns parameters with good generalization performance. Pub-
lic domain source code for CONTRAlign, datasets used in experiments from
this paper, and a web server for submitting sequences are available online at
http://contra.stanford.edu/contralign.

Since CONTRAlign specifies a conditional probability distribution over pair-
wise alignments, the ProbCons methodology provides one straightforward ex-
tension of CONTRAlign to multiple alignment. The main limitation of the CON-
TRAlign framework, however, is training time: L-BFGS gradient-based opti-
mization is expensive, especially in the context of the holdout cross validation
procedure used. Typical training runs for the experiments in this paper (includ-
ing holdout cross-validation to find regularization constants) took approximately
an hour on a 40-node Pentium IV cluster. Perceptron learning [44], a recent tech-
nique for discriminatively training structured probabilistic models, may provide
a scalable alternative to gradient-based optimization.

The primary advantage of CONTRAlign is its ability to free aligner de-
velopers to focus on the biology of sequence alignment—modelling and feature
selection—while transparently taking care of details such as parameter learning
and generalization performance. The models described in this paper were only
the first steps toward a better understanding of the sequence alignment prob-
lem. Combining new CONTRAlign topologies and features with known success-
ful variants should result in even higher performance. A systematic exploration
of such possibilities remains to be done.
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